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Semantic relevance best predicts normal and abnormal name retrieval
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Abstract

The relevance of a semantic feature measures its contribution to the “core” meaning of a concept. In a naming-to-description task, we
investigated the predictive power of relevance in comparison with frequency, familiarity, typicality, and Age-of-Acquisition. In a group of
Alzheimer patients with semantic disorder, relevance turned out to be the best predictor of name retrieval accuracy in a naming-to-description
task. The same pattern of results was observed in normal controls. Relations between semantic relevance and the parameters of the concepts
are discussed in order to highlight the mechanism of concept activation in a naming-to-description task.
© 2004 Elsevier Ltd. All rights reserved.
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. Introduction

Concepts are believed to be organized networks of seman-
ic features. It has been argued that concepts may differ along
everal dimensions, such as the age they were acquired, the
requency with which they appear in various contexts, etc.
hese factors are known to affect naming performance in
ormal subjects as well as that of patients with disorders
f conceptual knowledge. Indeed, name retrieval is more
ccurate for concepts acquired earlier in life, prototypical
oncepts, and frequent ones (Jolicoeur, Gluck, & Kosslyn,
984; Lambon Ralph, Graham, Ellis, & Hodges, 1998). At

he semantic feature level, the roles of type, distinctiveness,
nd inter-correlation of features in the representation of con-
epts has been strongly emphasized as determinants of nam-
ng accuracy (Moss, Tyler, Durrant-Peatfield, & Bunn, 1998;

arrington & Shallice, 1984).
Accordingly, the dimensions of conceptual knowledge

hich are believed to lie at the base of semantic disorders
ay be classified into: (i) dimensions that encode concepts,
nd (ii) dimensions that encode semantic features (seeCree
McRae, 2003, for a review). Dimensions of concepts in-

∗

clude parameters like frequency, familiarity, and typica
and their effects are now well established (Kremin et al.
2003). The dimensions of semantic features include: (1)
tinctiveness, which scores high when a semantic featu
used in defining few concepts; (2) dominance, which sc
high when the semantic feature is frequently mentione
subjects in defining a concept; (3) semantic relevance, w
scores high when a semantic feature is both frequently
tioned in defining a concept, but only mentioned in defin
few other concepts.1

Semantic relevance (Sartori & Lombardi, 2004) is a pa-
rameter indexing the importance of a semantic featu
concept identification. To illustrate, the Romans called
giraffe Camelopardalis;2 this name probably derives fro
the fact that a giraffe resembles a camel in its long n
and also resembles a leopard in its spotted coat. Other e
ples may be found in neuroanatomy: Falx, Hippocampus,
Caudate, etc. Important features used as names may
only be sensory, as in the previous examples, but als
stract. Let us consider the concept Platypus, as describe
by early Western visitors to Australia. Its scientific na

1 Details on the parameters indicated here will be presented later inSection
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Ornithorhyncus paradoxus, contains the most important
characteristic, at least for a Westerner: paradoxus refers
to the strange associations of semantic features such as
〈can breed〉 and 〈has a beak〉, never previously encoun-
tered by Westerners.

The notion of relevance of semantic features is intended
to capture the importance of a given semantic feature in the
distinction of one concept from other similar ones (Sartori
& Lombardi, 2004). Relevance-based approaches lie implic-
itly at the base of a great deal of theorizing about semantic
knowledge (Rosch, 1975; Warrington & Shallice, 1984). For
example, according toWarrington and Shallice (1984)Living
items rely more on perceptual semantics, whereas Non-living
ones rely more on functional features.Sartori and Lombardi
(2004)proposed a model to measure the relevance of a seman-
tic feature for a concept, in which concepts are represented by
a vector of semantic features, and relevance is a measure of
the contribution of semantic features to the “core” meaning
of a concept. Semantic features with high relevance are those
which are useful for distinguishing the target concept from
similar concepts. In fact, when we are asked to define a con-
cept, we usually do not list all its semantic features, but only
those useful to differentiate it from closely related concepts.
Vocabulary definitions are organized in this way. For exam-
ple,〈has a trunk〉 is a semantic feature of high relevance for
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The method adopted here will allow three other related
issues to be addressed inSection 4. The first concerns the
best way to describe the internal structure of concepts, and
also regards the mechanisms by means of which semantic
features activate concepts. The second issue concerns the re-
lational structure among those psycholinguistic parameters
which are usually considered to be descriptors of concepts.
Cree and McRae (2003)suggested a multifactorial theory of
normal and abnormal semantic memory, in which several of
the factors considered here are believed to contribute to the
computation of meaning, and also to lie at the origin of seman-
tic memory disorders. Conversely, we discuss the possibility
that some of these factors manifest their effect on accuracy
through the intervention of semantic relevance. The third is-
sue regards the relation between the organization of semantic
in healthy controls as compared to degraded semantic as ob-
served in Alzheimer’s patients. A DAT group is contrasted
with that of healthy controls in order to verify if the same
dimensions that affect performance of controls are the same
that affect DAT’s performance.

2. Materials and method

2.1. Participants

udy:
( a of
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he concept Elephant because most subjects use it to de
his concept, whereas very few people use the same fe
o define other concepts; on the other hand,〈has 4 legs〉 is a
emantic feature with lower relevance for the same con
ecause few subjects use it in the definition of Elephant
ut do apply it to many other concepts.Sartori and Lombard
2004)have proposed a procedure to derive algorithmic
elevance values from concepts descriptions and this p
ure is described inAppendix A.

In determining naming accuracy, knowing the rela
eight of these parameters of concepts and paramet
emantic features will contribute towards highlighting
echanisms involved in normal and abnormal name retri
lthough the effects of variables measuring concepts
een extensively investigated, the role of some param
hich describe semantic features are not yet clear. In
ame way, studies that compare the influence, in namin
arameters of concepts and parameters of semantic fe
re not available to our knowledge. Which factors are m

mportant in this caldron of contributing ingredients will
he main object of the paper.

Specifically, this article is concerned with the relati
mong those dimensions which are believed to hav
ffect in semantic tasks in normal and semantically impa
atients. Specifically, we address the role, in a namin
escription task, of parameters of the concepts and sem

eatures in predicting identification accuracy. To anticip
ur results, we show that semantic relevance is the
redictor of accuracy in name retrieval, in both patie
nd normal controls, when compared with variables suc

requency, familiarity, and Age-of-Acquisition.
s

Data collected on two groups were used in this st
i) a group of 15 patients with diagnoses of dementi
lzheimer’s type (DAT) (mean age = 75.6 years, S.D. = 7
ean education = 6.6 years, S.D. = 4.64), and (ii) a co
roup of 37 normal controls (mean age = 76.49 years, S
.78; mean education = 5.03 years, S.D. = 1.25), matche
ge and education to the DAT group. All participants were

ive Italian speakers. Some degree of semantic impairm
ommonly seen in the early stages of dementia of Alzheim
ype (Chertkow & Bub, 1990; Hodges & Patterson, 1995),
nd this investigation was conducted on DAT patients

his characteristic. The 15 DAT patients (12 women, 3 m
et the National Institute of Neurological and Commun

ive Disorders and Stroke/Alzheimer’s Disease and Re
isorders Association (NINCDS/ADRDA) criteria for pro
ble Alzheimer’s disease (McKhann et al., 1984). All 15 pa-

ients had Hachinski scores (Hachinski et al., 1975) below 4
nd an MMSE (Folstein, Folstein, & Mc Hugh, 1975) below
4/30. All DATs were at least 2 S.D. below average score

he normative sample on two anterograde and two sem
emory tests (seeTable 1). All underwent CT or MRI scan
ing, together with a screening battery to exclude trea
auses of dementia. Patients with major depression, pa
ory of known stroke or TIA, alcoholism, head injury or ma
edical illnesses were excluded. Patients were recruit

hree hospitals and four nursing homes located in the Ve
North-East Italy). The background neuropsychological
ollected on participants are given inTable 1. Although pre
orbid IQ (as measured by TIB, an Italian analog of NA
id not differ between DATs and controls, the DAT gro
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Table 1
Background neuropsychological and semantic memory screening tests for group of DAT patients and normal controls

Description DAT Controls Difference

Mean S.D. Minumum Maximum Mean S.D. Minumum Maximum

Neuropsychology tests
MMSEacorrect maximum = 30 18.69 2.48 13.20 24.10 26.20 1.45 24 29.30 p < .05
T.I.B.bpremorbid IQ 90.35 12.28 77.36 114.05 93.03 8.55 81.15 110.01 p = .37
Prose memory testc 1.73 0.70 0.50 3 9.51 3.47 1 16 p < .05
Incid. phon. memory (maximum = 20)d 1.21 0.70 0 2 3.62 1.47 1 8 p < .05

Semantic memory tests
Picture namingd

Non-living (%) (N = 32) 55 11.56 25 71.87 85.33 10.18 50 100 p < .05
Living (%) (N = 32) 46.25 22.91 12.50 90.62 84.11 10.57 53.12 100 p < .05

Naming to descriptione

Verbal description (%) (N = 14) 54.28 13.71 21.43 71.43 93.45 9.41 71.43 100 p < .05
Visual description (%) (N = 11) 22.42 16.43 0 54.54 79.54 14.80 36.36 100 p < .05

a Mini Mental State Examination(Folstein et al., 1975); corrected score.
b Premorbid IQ, Italian analog of NART(Sartori, Colombo, Vallar, Rusconi, & Pinarello, 1995).
c Spinnler and Tognoni (1987).
d Sartori, Job, and Zago (2002).
e Silveri and Gainotti (1988).

had lower scores on the MMSE and anterograde memory
tests (Prose memory, Phonemic incidental memory). DATs
had also a poorer performance than controls on picture nam-
ing and naming-to-description tests, used here as semantic
memory screening tests.

2.2. Naming-to-description task

Naming-to-description is largely used in investigations on
patients with semantic disorders (e.g.,Lambon Ralph et al.,
1998; Silveri & Gainotti, 1988). In contrast to picture nam-
ing, it has the advantage of allowing full control over the
presented semantic features3. The task consists of presenting
participants with a sentence describing the target concept, and
including a set of three semantic features. For example the
sentence “has an handle, has two wheels and has two pedals”
was presented orally to the partecipant who was required
to retrieve the name Bicycle. Semantic features could be
of any type including, perceptual, associative, encyclopaedic
and functional features. The response was scored either cor-
rect or wrong. For each concept, accuracy was calculated for
DATs and controls separately, and the relation between ac-
curacy, the parameters of the concept and of the semantic
features was the object of this investigation.

2

from
a eters

count
f d ones
p hen
g

described in the next section was either available or com-
puted expressly. The database of 254 concepts included 13
categories (i.e., birds, buildings, clothes, flowers, furniture,
fruits, houses, wares, mammals, musical instruments, vegeta-
bles, vehicles and weapons;Dell’Acqua, Lotto, & Job, 2000).
The number of elements in each category4 varied from 11 to
32.

The 100 concepts selected for use in this investigation
guaranteed: (i) a sufficient number of stimuli in order to run
the necessary analyzes, (ii) a test suited to DAT patients, and
(iii) the various parameters under investigation spanned all
ranges. Each concept was described by a sentence consisting
of three semantic features randomly selected from the set
of all features that applied to the target concept. The three
semantic features were presented orally to the participants
who were required to retrieve the corresponding concept. The
required responses were oral.

2.3.1. Parameters of concepts and parameters of
semantic features

As indicated earlier, the structure of the concepts may be
analyzed from several points of view. Here, for each con-
cept and its corresponding description (consisting of three
semantic features), a number of parameters were considered
and used to predict naming accuracy. These parameters were
c of se-
m

.,
& 001
V the
b s (e.g.,
W the
s

.3. Stimuli and procedure

One hundred concepts were used, randomly selected
larger pool of 254 concepts, for which the set of param

3 No computational models are available, to our knowledge, which ac
or spreading activations from the presented features to not presente
rior to name retrieval. This is a limit that should be kept in mind w
eneralizing the results.
lassified into parameters of concepts and parameters
antic features.

4 The database used here and other published databases (e.gCree
McRae, 2003; Garrard, Lambon Ralph, Hodges, & Patterson, 2;

igliocco, Vinson, Lewis, & Garrett, 2004) included concepts selected on
elief that the organization of semantic memory is based on categorie
arrington & Shallice, 1984). This was also the assumption that guided

election of concepts included in our database.
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2.3.1.1. Parameters of concepts.These are parameters
which do not take into account semantic features, but are
rather estimates of the “difficulty” of concepts measured
from different facets. Some of them have well-established
effects on naming performance, and those considered here
are:

(1) Frequency:This refers to the frequency with which
a word is encountered in adult language. Thus, fre-
quency norms, such as those used here and reported in
Dell’Acqua et al. (2000), reflect how often words are
used. The influence of frequency in naming is well es-
tablished in both normal and neurological populations.
Indeed, high-frequency words are retrieved more quickly
and accurately than low-frequency ones (McRae, Jared,
& Seidenberg, 1990).

(2) Familiarity: Familiarity is a context-free measure related
to the amount of experience with the concept (Mandler,
1980). It is usually rated by subjects, and here we used
the norms collected byDell’Acqua et al. (2000). Highly
familiar items are named more accurately, and familiarity
may influence both normal and patients’ response accu-
racy (e.g.,Funnell & Sheridan, 1992).

(3) Age-of-Acquisition:Age-of-Acquisition is a measure
of how early in life a certain concept is acquired.
One measure of when children have actually acquired
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2.3.1.2. Parameters of semantic features.These parameters
differ from the previous ones, in that they take into account
semantic features. The parameters reported below, rather than
based on subjective ratings, were computed by starting from
the norms of features derived from a feature-listing task
(Rogers et al., 2004).

(1) Dominance:This is a measure of how frequently a se-
mantic feature is used in defining a concept (Ashcraft,
1978). Garrard et al. (2001)computed dominance by
counting the number of times subjects listed a given fea-
ture in defining a concept, divided by the total number
of all the instances of those features listed in defining
the same concept. To our knowledge, empirical evidence
for the predictive role of dominance in naming is not
available. Calculation of dominance for the 100 descrip-
tions was carried out using a variant of the procedure
of Garrard et al. (2001). The dominance of the concept
description results from the sum of raw dominance val-
ues of the three semantic features, divided by the total
number of occurrences of the features in the concept.

(2) Distinctiveness:Highly distinctive semantic features are
those which appear in the definition of a few concepts,
whereas low distinctive features appear in the definition
of many concepts. The distinctiveness of a semantic fea-
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words has been provided byMorrison, Chappell, & Ellis
(1997)who asked children of various ages to name
ture. Measures of Age-of-Acquisition have gener
been collected by means of adult estimations of w
they learned particular words (e.g.,Gilhooly & Gilhooly,
1980). It is striking that such Age-of-Acquisition ra
ings correlate impressively highly with more obj
tive measures of the age at which words are actu
learned (Carroll & White, 1973; De Moor, Ghyselinck, &
Brysbaert, 2001; Gilhooly & Gilhooly, 1980; Jorm, 1991;
Lyons, Teer, & Rubenstein, 1978; Morrison et al., 1997;
Pind, Jonsdottir, Tryggvadottir, & Jonsson, 2000), which
suggests that the ratings are valid.

The norms used here were taken fromDell’Acqua
et al. (2000)and were based on subjective estimati
Words learned early in life can be recognized and
duced faster than later-learned words. This effect
been observed in a variety of tasks including picture n
ing (Barry, Morrison, & Ellis, 1997) and reading alou
(Gerhand & Barry, 1998). The influence of this variab
in the performance of semantic patients has recently
reviewed byCapitani, Laiacona, Mahon, and Carama
(2003).

4) Typicality:This refers to what extent the concept is c
sidered a good representative of a category (Rosch, 1975)
and is usually collected through subjective ratings.
norms used here were those reported inDell’Acqua et al
(2000). Highly typical items are named better by norm
and by brain-damaged patients (Jolicoeur et al., 1984;
Kiran & Thompson, 2003).
ture is defined as the complement of sharedness. Sh
ness is a normalized factor that is computed by divid
the number of different concepts in which the sema
feature appears by the number of concepts in the dat
(seeDevlin, Gonnerman, Andersen, & Seidenberg, 19;
Tyler, Moss, Durrant-Peatfield, & Levy, 2000). Cree and
McRae (2003)introduced the similar notion of disti
guishing feature. Following their suggestion we ca
lated distinctiveness using the full set of 254 conc
and not, as suggested byGarrard et al. (2001), using the
contrast set limited to the category which the target
cept belonged to. Therefore, distinctiveness is calcu
as 1—sharednessand ranges between 0 (when the
mantic feature appears in all concepts) and approa
1 (when it appears in one concept only).Garrard et a
(2001) reported distinctiveness calculated within ca
gory. Here, to evaluate the relative weight which dist
tiveness plays in semantic relevance, it was calcu
on all 254 concepts from which the 100 concepts w
selected. It has been claimed that distinctiveness m
lates typicality judgements (Rosch & Mervis, 1975) and
category verification (Smith, Shoben, & Rips, 1974) but,
to our knowledge, direct evidence related to how dist
tiveness facilitates naming is not available. Also dist
tiveness, like dominance, was calculated by summin
values of distinctiveness of the three semantic featur
the concept description.

3) Semantic relevance:When a set of semantic featu
is presented, the overall relevance results from the
of the individual relevance values associated with e
of the semantic features. The concept with the hig
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summed relevance is the one which will be retrieved.
For instance, the three features〈similar to a goose〉,
〈lives in ponds〉 and〈has a beak〉 have, in the database
considered here, top relevance for Duck, followed by
Swan and Ostrich. Given these three features, the re-
trieved concept will be Duck, because it has the highest
relevance. It may happen that, in the presence of degraded
features of Duck, Swan is erroneously retrieved, as re-
sulting in higher relevance than Duck. Hence, overall
accuracy in name retrieval is poor when concepts have
low relevance, and when they have many other semanti-
cally similar concepts with which they may be confused.

Relevance of semantic features is different from
distinctiveness. Distinctiveness is a dimension which is
not concept-dependent, since scores are high when the
feature is found in only a few concepts. Instead, the rele-
vance of a given semantic feature varies across different
concepts and, in a way, may be considered concept-
dependent. For example, the feature〈has a beak〉 has
higher relevance for the concept Duck than for the
concept Swan.

As an example of the computational procedure5

suppose that the semantic feature〈yields milk〉 appears
in 7 of 300 concepts, and suppose also that the same
feature is listed, by subjects, 12 times in defining the
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literature. The semantic relevance model is in line
with the specific impairment for Living, because of
the intrinsic characteristics of Living items which have
semantic features that are, on average, less relevant than
Non-living ones. If matching for relevance is not carried
out carefully, exemplars of Living which have lower rel-
evance are likely to be selected, thus reducing response
accuracy on semantic tasks. Instead, selecting Non-living
items which have lower relevance than Living ones, used
as benchmarks, will yield greater impairment for Non-
living. Two different measures of semantic relevance
were analyzed here: (i) the relevance of the three seman-
tic features presented in the naming-to-description task
that results from summing the relevance values of these
three semantic features, (ii) total relevance resulting from
summing the relevance values of all the semantic features
which are listed in defining the concept. Some examples
of stimuli used in the verbal-to-description task together
with their parameter values are reported inTable 2.

2.4. Statistical methods

The aim of our analysis was two-fold. On one hand, we
were interested in how the accuracy of DATs and controls
is modulated by concept parameter structure and feature pa-
r cally
c com-
p ther
d ture
a nent
a nt, we
a rame-
t

truc-
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l
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r SEA,
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concept Cow. The semantic relevance of〈yields milk〉
for Cow will be, according toEq. (A.5), equal to
k = 12× log2(300/7) = 65.057.

Sartori and Lombardi (2004)have shown that: (a
concepts are better retrieved when semantic fea
with higher relevance values are presented; (b) Li
items have semantic features with lower relevance
Non-living, thus creating an advantage for Non-liv
items; (c) Living have perceptual, functional and spe
semantic features with lower relevance than Non-liv
(d) Living have high semantic similarity between exe
plars; (e) animals and vegetables show similar pro
in terms of relevance and within-category similarity;
musical instruments have the same relevance, like
objects but very high similarity among exemplars of
category. The heterogeneous distribution of sem
features with different relevance values has been us
explain category specificity for Living, Non-living, an
many other effects reported in the neuropsycholog

5 Similarly to distinctiveness, semantic relevance values depend o
otal number (I) of concepts in the database, which ideally should corres
o the size of the mental lexicon. This may be a critical point as we ig
n what set of concepts the actual computations of our mind are ba
elevance is greatly influenced byI then its estimation may loose reliability.
ur investigationI has a value of 254. To investigate the effects on relev
f varying levels ofI, we compared relevance values when computed in
f 50, 100 and 150 concepts (subsets of the original 254 concepts). D
f the analysis are reported inSection A.2.4. Here it is worth mentionin

hat relevance values, when computed using these subsamples, pr
ery accurately the original relevance values calculated on the 254-co
atabase.
ameter structure. The model consists of two hierarchi
onnected main components: (1) the semantic structure
onent as a predictor multivariate variable, which is fur
ivided into two distinct subcomponents (concept struc
nd feature structure); (2) the retrieval accuracy compo
s the target-dependent variable. For each subcompone
lso tested a set of hierarchical relations among the pa

ers of the structure.
On the other hand, we wanted to test, in the concept s

ure, how the concept parameters might influence tota
antic relevance. Specifically, we wanted to evaluate wh
nd how total relevance might be mediated through int

ationships among concept parameters.
Both analyses were conducted on a pairwise cor

ion matrix of the variables represented by the two mod
ath analyses on the resulting correlation matrices were

ormed by using LISREL (Jöreskog & Sorb̈om, 1993). Fol-
owing the recommendations ofHu and Bentler (1999), we
valuated model fit using thenon-normed fit index(NNFI),
oot-mean-square error of approximation(RMSEA), com-
arative fit index(CFI) along with the standard chi-squa
tatistic.6

6 The NNFI and CFI offer a way to quantify the degree of fit alon
ontinuum. They are incremental fit indices that measure the proport

mprovement in fit by comparing a target model with a more restricted n
aseline model. In contrast RMSEA is an absolute fit index that assess
ell an a priori model reproduces the sample data.Hu and Bentler (1999

ecommended that values exceeding .90 for the NNFI, .06 for the RM
nd .08 for the CFI should be used as cutoffs, representing a good fit
ata to the model.
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Table 2
Examples of stimuli used

DIS DOM REL FREQ FAM TYP AA RELT

Bicycle 2.45 6.87 5.27 2.27 671.74
〈Has a handle〉 .99 6 41.93 – – – – –
〈Has two wheels〉 .98 7 39.67 – – – – –
〈Has two pedals〉 .97 7 37.83 – – – – –
Sum over the three features 2.95 20 119.42 – – – – –

Cow 1.70 6.13 5.47 2.40 577.08
〈Similar to a calf〉 .99 5 39.94 – – – – –
〈Has udders〉 .99 3 23.97 – – – – –
〈Yields milk〉 .97 12 62.18 – – – – –
Sum over the three features 2.96 20 126.08 – – – – –

Procedures for calculating dominance, distinctiveness and semantic relevance are reported inAppendix A. REL: semantic relevance; DIS: distinctiveness;
DOM: dominance; FREQ: frequency; FAM: familiarity; TYP: typicality; AA: Age-of-Acquisition; RELT: total semantic relevance.

3. Results

3.1. Semantic parameters and observed accuracies

3.1.1. DAT group
As expected, the DAT patients showed a moderate degree

of semantic impairment in the naming-to-description task.
Their overall accuracy on the 100 items was 29.62%; that of
the control group was 68.14% (t(198)= −9.97,p < .001).

The results of the correlation analysis (Table 3) refer
to empirical correlations for DAT patients. In regard to
concept structure, Age-of-Acquisition (AA) and frequency
(FREQ) were significantly correlated with DAT accuracy
(ACC) (r = −.321,p < .01, for AA andr = .260,p < .01,
for FREQ). Typicality (TYP) did not reach significance
(p = .32), whereas familiarity (FAM) was close to signifi-
cance (p = .06). As regards feature structure, a moderate re-
lationship was found between dominance (DOM) and ACC
(r = .234,p < .05), whereas a stronger association resulted
between semantic relevance (REL) and ACC (r = .443,p <
.01). Lastly, the correlation between distinctiveness (DIS)
and ACC turned out to be non-significant (p = .363). Simi-
lar correlational patterns were also found for the controls, al-
though their relationships were somewhat weaker than those
observed for the DATs (seeTable 4).

T
D ic featu ts (fr,
f

DOM

A
R
D
D –
F −.14
F .01
T −.15
A .16

A istinctiv ypi
A

3.1.2. Path analyses
The correlational analyzes discussed above give an

overview of the relationships among our variables. However,
they do not provide a test of the structure of the relation-
ships. Nor do they provide information regarding unique or
incremental relationships above and beyond the variance ex-
plained by other variables in the structure. To test the com-
plete structure of the relationships, including estimation of
the unique variance explained by each hypothetical link,
we evaluated the correlation matrix using structural equa-
tion modelling for observed variables (path analysis). The
first step was a fully connected model (Fig. 1), in which
concept parameters and feature parameters were hypothe-
sized to affect DAT accuracy independently. The chi-square
test for this model was significant (χ2(8, N = 100)= 16.56,
p < .05), and the fit indices indicated a moderately good fit
(NNFI = .84, RMSEA= .11, CFI= .96).

The relevance model makes specific hypotheses about how
distinctiveness and dominance are integrated into relevance
(seeAppendix A). We tested a revised model reproducing
the scheme of the relevance formula reported inEq. (A.5)
and discussed inSection A.2.1by eliminating all paths not
implied by that formula. We also removed all non-significant
paths on the concept structure side. The final result was a
able 3
AT patients: Pearson’s correlations among parameters of semant

amiliarity, typicality, Age-of-Acquisition) and naming accuracy

ACC REL DIS

CC –
EL .443∗∗ −−
IS .092(n.s.) .515∗∗ –
OM .234∗ .647∗∗ .159(n.s.)
REQ .260∗∗ .054(n.s.) .081(n.s.)
AM .197(n.s.) .125(n.s.) −.023(n.s.)
YP .101(n.s.) −.141(n.s.) −.203∗
A −.321∗∗ −.063(n.s.) −.107(n.s.)

CC: retrieval accuracy of patients; REL: semantic relevance; DIS: d
A: Age-of-Acquisition; n.s.: non-significant.
∗ p < .05.

∗∗ p < .01.
res (relevance, distinctiveness, dominance), parameters of concepequency

FREQ FAM TYP AA

7(n.s.) –
5(n.s.) .260∗∗ –
4(n.s.) .324∗∗ .452∗∗ –
2(n.s.) −.529∗∗ −.480∗∗ −.310∗∗ –

eness; DOM: dominance; FREQ: frequency; FAM: familiarity; TYP: tcality;
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Table 4
Control subjects: Pearson’s correlations among parameters of semantic features (relevance, distinctiveness, dominance), parameters of concepts (frequency,
familiarity, typicality, Age-of-Acquisition) and naming accuracy

ACC REL DIS DOM FREQ FAM TYP AA

ACC –
REL .344∗∗ –
DIS .098(n.s.) .515∗∗ –
DOM .185(n.s.) .647∗∗ .159(n.s.) –
FREQ .171(n.s.) .054(n.s.) .081(n.s.) −.147(n.s.)–
FAM .126(n.s.) .125(n.s.) −.023(n.s.) .015(n.s.) .260∗∗ –
TYP −.013(n.s.) −.141(n.s.) −.203∗ −.154(n.s.) .324∗∗ .452∗∗ –
AA −.243∗∗ −.063(n.s.) −.107(n.s.) .162(n.s.) −.529∗∗ −.480∗∗ −.310∗∗ –

ACC: retrieval accuracy of patients; REL: semantic relevance; DIS: distinctiveness; DOM: dominance; FREQ: frequency; FAM: familiarity; TYP: typicality;
AA: Age-of-Acquisition; n.s.: non-significant.

∗ p < .05.
∗∗ p < .01.

more parsimonious model (Fig. 2) that results in an increase
in model fit and which reads as follows: REL is expected to
be affected by DIS and DOM. Although the chi-square test
for the revised model was significant (χ2(14, N = 100)=
23.80,p < .05), the model demonstrated a good fit with the
data (NNFI= .90, RMSEA= .086, CFI= .95), meetingHu
and Bentler’s (1999)recommended cutoff for RMSEA,
NNFI and CFI.

The reconstructed correlational parameters showed a sig-
nificant positive correlation between distinctiveness and rel-
evance (r = .42, p < .001) and between dominance and rel-
evance (r = .58, p < .001). Further details about the mu-
tual relationships between distinctiveness, dominance, and
semantic relevance is given inSection 4and Appendix A
(Section A.2.1).

On the concept structure side, frequency, typicality and
familiarity were expected to affect Age-of-Acquisition.
The high correlation between Age-of-Acquisition and fre-
quency is a well-established fact(Zevin & Seidenberg,
2004)although complete understanding of it is not available.

F weightχ2

S es in p

In particular, effects due to Age-of-Acquisition per se, which
are not related to frequency, cannot definitely be observed.
For the purpose of this paper, it is important to note that,
whereas Age-of-Acquisition is an estimate of the moment in
life at which a concept is acquired, frequency is an estimate
of the usage of that concept in adulthood. The reconstructed
correlational parameters (Fig. 2) showed a significant nega-
tive correlation between frequency and Age-of-Acquisition
(r = −.43, p < .001) and between familiarity and Age-of-
Acquisition (r = −.37, p < .001). A final remarkable result
was that semantic relevance was clearly the best predictor,
when compared with Age-of-Acquisition (r = .42, p < .001
versusr = −.29, p < .001).

It is important to note that REL derives from a non-linear
combination of DIS and DOM (seeSection A.2.1) and this
property might actually have influenced the general result as
reported above. In order to check whether similar results were
obtained using path analyses that do not model the semantic
feature-structure we ran new analyses by (a) including all
three parameters (REL, DOM, DIS) separately in the path
ig. 1. Initial path model (DAT group) with standardized regression
tandardized regression coefficients in bold are significant atp < .05. Valu
s.(8, N = 100)= 16.56, p < .05; RMSEA= .11; NNFI = .84; CFI= .96.
arentheses are standard errors for the regression coefficient.
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Fig. 2. Final path model (DAT group) with standardized regression weights.χ2(14, N = 100)= 23.80,p < .05; RMSEA= .086; NNFI= .90; CFI= .95.
Standardized regression coefficients in bold are significant atp < .05. Note: non-significant paths of base model have been removed. Values in parentheses are
standard errors for the regression coefficient.

model (b) keeping the rest of the path model-structure (i.e.,
the structure modelling the relation among the parameters
of concepts), unchanged. The new results7 were in line with
what already observed in the main analysis. In particular, (i)
REL showed up to be the best predictor among all parameters
(ii) DIS (resp. DOM) taken singly did not predict naming
accuracy better than AA. Summarizing the ranking as implied
by accuracy prediction was as follows:

REL(.42) � AA(−.32) � DOM(.29) � DIS(.06),

with the AA value (−.32) computed as the average of the
three AA values (−.29, −.31, −.37) over the three distinct
analyses.

We also evaluated the impact of error in measuring nam-
ing accuracy on the DAT group. In order to check whether
measurement error and sampling error (e.g., small group size,
differing clinical conditions between patients, differing lev-
els of severity between patients, etc.) might have affected our
results, we performed an uncertainty analysis. Specifically,
we used a new approach developed byLombardi, Pastore,
and Nucci (2004), named Sample Generation by Replace-
ments (SGR), to evaluate the robustness of our results. This
method can be used to analyze model acceptability-criteria
assuming that the empirical data set is perturbed with prede-
fi lysis
s s still
o was
p roxi-

gly:
χ

.

N
.

mately 25% of the 15 dichotomous accuracy-responsesywith
1 − y, and this for each of 100 concepts in our study. This
analysis indicated that the superiority of relevance in pre-
dicting naming accuracy is a robust result, not explained by
calling into account measurement and sampling errors (see
Fig. 3).

3.1.3. Control group
Similar results were also observed for the control group

(Fig. 4), although these relationships were somewhat weaker
than those observed for the DATs (Table 4), presumably due

F ertur-
b LIS-
R EQ,
F

ned levels of error. The results of the uncertainty ana
howed that the qualitative pattern among variables wa
bserved when a 25% perturbation of naming accuracy
roduced. The perturbation was created by replacing app

7 Path models (DAT group) with, respectively, REL taken sin
2(6, N = 100)= 7.24, p = .29; RMSEA= .046; NNFI= .97; CFI=

99; DIS taken singly:χ2(6, N = 100)= 8.67,p = .19; RMSEA= .068;
NFI = .93; CFI= .97; DOM taken singly:χ2(6, N = 100)= 6.09,p =

41; RMSEA= .012; NNFI= 1.00; CFI= 1.00.
ig. 3. Path analysis results after running 100 simulations with 25% p
ation on ACC. The figure reports the distributions of the reconstructed
EL correlations between independent variables (REL, DIS, DOM, FR
AM, TYP, AA) and perturbed ACC.
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Fig. 4. Initial path model (control group) with standardized regression weights.χ2(8, N = 100)= 16.56,p < .05; RMSEA = .11; NNFI = .82; CFI = .95.
Standardized regression coefficients in bold are significant atp < .05. Values in parentheses are standard errors for the regression coefficient.

to the ceiling effect, which diminishes the magnitude of all
effects.Fig. 5 depicts the final model obtained after remov-
ing non-significant paths and after modelling connections ac-
cording toEq. (A.5). The result is an increase in model fit in
the revised model. The chi-square test was close to signifi-
cance (p = .06), and the fit indices indicated a good model fit
(NNFI = .90, RMSEA = .080, CFI = .94). Most notably, Age-
of-Acquisition no longer influenced accuracy. Therefore, rel-
evance remained the sole reliable predictor of accuracy.

3.2. Semantic parameters and total semantic relevance

An interesting issue is the relation between Age-of-
Acquisition, frequency, familiarity and total relevance. As
total relevance results from adding the relevance values of

F weightχ2(1 =
. ote: no ntheses
a

all the semantic features that are listed in defining the con-
cept, it may be suggested that an increase in total relevance
will be observed for concepts acquired early in life and used
frequently. To investigate this possibility, the results of a pre-
liminary correlation analysis are reported inTable 5.

Moderate-to-large relationships were found among all
three selected concept parameters (FREQ, FAM, AA) and
total relevance (RELT), ranging fromr = .202 (p < .01) for
FAM to r = .400 (p < .05) for FREQ. The first model tested
represents the pattern of interrelations postulated above, in
which FREQ and FAM were hypothesized to affect RELT
independently, with AA on RELT mediated by FREQ and
FAM. This model (Fig. 6) was saturated and therefore yielded
a perfect fit, due to overparametrization. In order to avoid
overfitting, we tested a revised model in which all non-
ig. 5. Final path model (control group) with standardized regression
94. Standardized regression coefficients in bold are significant atp < .05. N
re standard errors for the regression coefficient.
s.5, N = 100)= 24.22,p = .06 (n.s.); RMSEA = .080; NNFI = .90; CFI
n-significant paths of base model have been removed. Values in pare
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Table 5
Pearson’s correlations among parameters of concepts (frequency, familiarity,
Age-of-Acquisition) and total semantic relevance

RELT FREQ FAM AA

RELT –
FREQ .400∗∗ –
FAM .202∗ .260∗∗ –
AA −.316∗∗ −.529∗∗ −.480∗∗ –

RELT: total semantic relevance; FREQ: frequency; FAM: familiarity; AA:
Age-of-Acquisition; n.s.: non-significant.

∗ p < .05.
∗∗ p < .01.

Fig. 6. Initial saturated path model with standardized regression weights.
Standardized regression coefficients in bold are significant atp < .05. Values
in parentheses are standard errors for the regression coefficient.

significant paths were removed (Fig. 7). The chi-square test
for the revised model was non-significant (p = .34), and the
fit indices indicated a very good model fit (NNFI= .99;
RMSEA = .030; CFI= 1.00). The reconstructed correla-
tions confirmed the strong effects of FREQ and FAM on
AA (resp.−.43 for FREQ and−.37 for FAM). Moreover,
FREQ was the only independent factor which positively af-
fected RELT (.40), thus indicating that, the more frequently a
subject is exposed to a concept, the more relevant the concep
itself is.

Fig. 7. Final path model with standardized regression weights.χ2(2, N =
100)= 2.14, p = .34 (n.s.); RMSEA= .03; NNFI = .99; CFI= 1.00.
Standardized regression coefficients in bold are significant atp < .05. Note:
n renthe-
s

4. Discussion

Concepts may be compared along a number of different
dimensions. Some of the parameters convey compact infor-
mation at the concept level (e.g., frequency, familiarity, Age-
of-Acquisition, typicality), others are intended to measure
semantic features (e.g., dominance, distinctiveness, seman-
tic relevance).

In a naming-to-description task, administered to normal
participants and to DATs with semantic impairment, we stud-
ied the predictive power of these parameters with respect to
naming accuracy. First, qualitatively similar patterns were
obtained for both DATs and normal controls. For this rea-
son, unless otherwise stated, conclusions refer to both groups.
Second, when normal controls and semantic memory patients
were given a set of three semantic features and asked to re-
trieve the corresponding concept, their performance was best
predicted by the relevance of the three presented semantic
features. Most importantly, relevance turned out to be a bet-
ter predictor than Age-of-Acquisition or frequency. Lastly,
the relevance of the presented features was independent of
frequency, familiarity, and Age-of-Acquisition.

4.1. Relation between DAT and control performances
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Only minor differences were observed regarding the
ortance of the predictors between DAT and controls.
elevance of the three features and total relevance we
est predictors of accuracy in both groups. However,

rols consistently had lower correlations between accu
nd the independent variables. A possible explanation

nto account the phenomenon known as range restrictio
his view, lower correlations in the control group are cau
y the reduction in score range of the dependent vari

ndeed, the control group showed lower variability in sco
hen compared with DATs.
Selection of material when constructing tests for ass

ng semantic memory patients is critical. Thus, similarity
ween the two groups has important empirical conseque
s the various parameters have similar effects in DATs
ontrols, norms collected on controls may reasonably be
ith semantically impaired subjects (seeGarrard et al., 2001;
ogers et al., 2004).
DATs with a general cognitive level similar to that

ur patients, as measured by the MMSE, typically show
airment on semantic tasks (Hodges, Patterson, Graham
awson, 1996). Degradation of conceptual knowledge f

ows the severity of the disease(Garrard et al., 2001)and it
s the contention ofGainotti, Silveri, Daniele, and Giustol
1995)that DAT causes widespread damage to the tem
obes and consequently impairment of semantic knowle

In our view, semantic degradation may be modelled
uming that damage reduces the connection strength be
emantic features and concepts (this is a widely accepte
umption; e.g., seeMcLeod, Shallice, & Plaut, 2000). As
he weight of connections between semantic features
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concepts may be a way of conceptualizing relevance, the
more relevant a feature for a concept, the more probable that
that concept will be misnamed when the feature is damaged.
Hence, the behavioral consequence of damage is expected to
be proportional to the relevance of the lost/damaged feature.
Nevertheless, we are not committed to any specific hypothesis
about how brain damage may be mimicked by a neural net-
work. Alternative hypotheses on this issue are possible. For
example, if we consider a feed-forward neural network (e.g.,
Small, Hart, Nguyen, & Gordon, 1995), then features of sim-
ilar relevance may be captured by the same hidden units. This
suggests that focal damage affects specific hidden units and
has disproportionate effects on individual categories. In sum,
given random damage, the likelihood of correctly retriev-
ing a concept will be reduced proportionally to the magni-
tude of the damage while the same qualitative pattern among
controls and DATs will be reproduced. And this is what we
observed.

4.2. Relations between parameters of the concept

Although Age-of-Acquisition and frequency reflect how
often concepts are encountered, only Age-of-Acquisition pre-
dicted accuracy significantly in both groups. For frequency,
the results were less coherent; frequency was significantly
c
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used frequently in defining the concept, and few times in
defining other concepts. As shown inSection A.2.1, the first
part of the formula for computing semantic relevance (the
local component) may be read as a function of dominance,
whereas the second (the global component) may be read as
a function of distinctiveness. Dominance is a measure of the
frequency with which a given semantic feature is listed in
defining the concept. Instead, distinctiveness is high when
the semantic feature is used in defining few concepts. Dis-
tinctiveness is not linear, and this means that differences in
features occurring in only a few concepts should be weighted
more than those occurring in many concepts. For this reason,
a logarithm is used to represent this non-linearity in the rel-
evance formula. In this view, dominance and distinctiveness
are integrated into semantic relevance, and this may explain
the high correlation between the three variables that we ob-
served.

The unexpected result was that, individually, dominance
and distinctiveness were not significantly correlated with
naming accuracy. More precisely dominance was only
weakly correlated for patients:r = .23,p < .05, but not for
controls. Instead, when combined into relevance, they be-
came highly correlated with naming accuracy. Their relative
contribution to relevance was highlighted: dominance at path
analysis was more important than distinctiveness. As domi-
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orrelated with accuracy for DATs but not for controls.
As regards the mutual relations among frequency

iliarity, Age-of-Acquisition, and typicality, there has be
ome debate on whether Age-of-Acquisition influences
avior independently of frequency (e.g.,Turner, Valentine
Ellis, 1998) or merely embodies cumulative frequen

Lewis, Gerhand, & Ellis, 2001), because high-frequen
ords are likely to be acquired earlier than low-freque
nes. The cluster observed here, which included frequ
ge-of-Acquisition, and typicality, was observed sev

imes. This indicates a trend common to both groups;
al controls and DAT patients tend to name concepts
ccurately when they were acquired earlier in life and
xtensively.

.3. Relations between parameters of semantic feature

The semantic relevance of the concept description pre
esponse accuracy in name retrieval better than distinc
ess and dominance of the same description. A soundly
xplanation of the relation among these variables is req

n order to avoid making a “correlation is causation” erro
he interpretation.

According toSartori and Lombardi (2004), the relevanc
f a semantic feature is determined by two separate
onents. The first,local component(Eq. (A.3)), measure

he importance of the feature for the concept. The sec
lobal component(Eq. (A.4)), measures how much the sa

eature contributes to the meaning of all the other conc
elevance integrates the effects of both local and globa
ortance. It gains higher value when the semantic featu
ance and distinctiveness alone do not contribute to pr
ion of accuracy, their correlation with this parameter sh
e considered indirect. The fact that dominance is more
ictive than distinctiveness indicates that the local com
ent plays a more important role than the global compo

n name retrieval.
The number of intercorrelations among semantic fea

sed in concept definition is believed to be an importan
ect of name retrieval (Garrard et al., 2001; McRae, de Sa
Seidenberg, 1993). One issue which arises concerns

ossible relation between intercorrelation and semantic
ance. Interestingly, the Automatic Information Retrieva
rature shows that, in order to increase accuracy in retrie
ocuments, correlated terms should be added to queriesVan
ijsbergen, 1979). The semantic model we propose here
odified version of the Vector Space Model within the in
ation retrieval approach (Robertson & Sparck Jones, 19;
an Rijsbergen, 1979) in which, in particular, concepts sta

or documents and features stand for terms. Therefor
egards intercorrelation,mutatis mutandis, adding a highly
orrelated feature to the concept description is expect
ncrease the likelihood of a correct response. A corolla
he following: if a group of semantic features yields c
ect name retrieval, then those semantic features will
o be correlated to each other. We found corroborative
dence for this theoretical claim by analyzing our datab
ost hoc. As expected, intercorrelation among the three
ented features increased with relevance (average int
elations: first quartile of relevance = .45; second quart
61; third quartile = .75; fourth quartile = .81). Therefo
hen semantic relevance is high, features tend to be c



G. Sartori et al. / Neuropsychologia 43 (2005) 754–770 765

lated to each other, and when it is low they tend to be less
correlated.

4.4. Relation between semantic relevance and
parameters of the concept

Below we give reasons for the high correlation between
total relevance and both Age-of-Acquisition and frequency.
We also give reasons for the claim that total relevance is
refined by long experience with the concept, as measured by
Age-of-Acquisition and frequency.

Other things being equal, total relevance is high when
there are many semantic features of high relevance. Features
increase their relevance when fine-grained distinctions are
required to discern among similar concepts. If several sim-
ilar concepts exist in the mental lexicon, the target concept
must be described more precisely in order to be correctly
identified. Let us suppose, for example, that we do not know
of the existence of an animal called Okapi (a rare mammal
living in central Africa, with a neck like a giraffe’s, and a
striped back like a zebra’s), and suppose that we are asked
to define the concept Zebra. In this case, the two features
〈is a mammal〉 and〈has black and white stripes〉 may be
sufficient to identify the concept. However, they do not allow
us to distinguish Zebra from Okapi if Okapi forms part of
o
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adults, andSteyvers and Tenenbaum (in press)showed that
early acquired concepts have a more complex semantic net-
work than late acquired concepts. In their model, new con-
cepts are built on older ones and, consequently, the order in
which concepts are learned is important. Early acquired con-
cepts possess more connections than later acquired ones. In
sum, longer experience leads to a level of expertise which
may change the relevance values of semantic features. In this
view, the history of concept learning, as measured by Age-
of-Acquisition and frequency, may be considered a form of
compact measure of the amount of experience concerning the
concept.

Not only does the amount of experience increase with
Age-of-Acquisition, but also the number of contexts in which
the concept appears increases. Early Age-of-Acquisition and
high frequency also increase the likelihood of encountering
the target concept in many contexts. The longer subjects
are exposed to experience with a concept (as grossly mea-
sured by frequency and Age-of-Acquisition), the more fine-
grained distinctions they can make between this same concept
and similar ones. Hence, high frequency and early Age-of-
Acquisition may be considered representative of the high va-
riety of contexts in which a certain concept appears. Indeed,
Steyvers and Tenenbaum (in press)have shown that the num-
ber of contexts in which a concept appears is highly correlated
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ur mental lexicon. This is because the entry of Okapi into
ur lexicon determines a reorganization of the relevance
es of the two semantic features which have their orig
elevance values decreased.8 Whether this update is acco
lished as soon as the new semantic information is enc

ered, or rather when this new information is actually use
n open question. We assume here, but we have no em
ata in support, that the update of the relevance weigh
arried out as soon as the new semantic information e
he lexicon.

Progression from broad to finer-grained distinctions o
antic representation have been investigated byKeil (1979),
ho showed that statements that children accept as tru
concept progressively change through experience. Fo

mple, at kindergarten the feature〈can feel sorry〉 applies
o both Man and Pig, whereas at sixth grade it only appl
o Man.

Evidence that relevance weights can be shaped thr
xperience comes fromMacario (1991), who showed tha
hildren young as 3 years seem to know that the colo
n object is more important than its shape if it is a kind

ood, and slightly less important if it is a kind of toy (see a
ones, Smith, & Landau, 1991, for similar findings). Accord
ng toMervis (1984), conceptual representation in childho
ncludes a smaller number of semantic features relativ

8 As the distinctiveness of a semantic feature is based on the ratio be
he number of concepts in which the feature appears and the total n
f concepts, then increasing the numerator and denominator by 1 dec

he distinctiveness value and consequently decreases relevance. For
etails, seeSection A.2.3
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ith frequency (r = .98,p < .05). As a result, total relevan
s expected to be high when frequency is high and when
f-Acquisition is low. Age-of-Acquisition captures the le
f experience about the concept, and early acquired con
ay develop richer semantic descriptions than later acq
nes, and this, in turn, has an influence on total sem
elevance. This claim may find corroborative evidenc
he correlation between total semantic relevance and
f-Acquisition. A figure ofr = −.417 (p < .05) indicates

hat, when the concept is acquired earlier, its total sem
elevance increases.

In summary, semantic features are likely to be assi
dequate relevance weights in proportion to the varie
xperiences that subjects have had with it which, in t
ay be measured by Age-of-Acquisition and frequenc

his view, Age-of-Acquisition effects do not imply that la
earned words are encoded less effectively than early lea
nes, but simply that they have lower relevance semantic

ures, as they have reduced occasions on which concep
ontrasted with similar items. We must remember here
he identification of distinguishing features among pair
oncepts drives the semantic relevance of a given se
ic feature to higher levels. Hence, developing fine-gra
elevance values guarantees fine-grained distinctions a
oncepts.

All in all, in this work we attempted to analyze and discu
ithin a soundly based framework, the underlying struc
f the relationships among parameters of concepts an
ameters of semantic features. In particular, we showed
he accuracy in a naming-to-description task is best pred
y the semantic relevance of the concept description.
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result was observed both in healthy controls and in DAT pa-
tients. Other parameters of semantic features (dominance and
distinctiveness; the components of relevance) were less corre-
lated with accuracy if taken singly. Among concept parame-
ters, Age-of-Acquisition was the second best predictor. Based
on these results we have also put forward an explanation that
links together most of the variables that affect semantic rep-
resentations and semantic impairments. As a final remark we
must note that our conclusions are limited to the naming-to-
description task and to the specific database used for esti-
mating parameters of semantic features. Although we have
shown, in our database, that semantic relevance is a reliable
measure (seeSection A.2.4), we also think that the impor-
tant issue of what can actually be considered a representative
sample of the mental lexicon has not been yet addressed by
us or other investigators. Therefore, specific characteristics
of the database of concepts might influence the estimation of
parameters of semantic features such as dominance, distinc-
tiveness, relevance and intercorrelation thus possibly biasing
results.

Appendix A

We briefly describe here the general model for the seman-
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diag(G), denoting theoverall importanceof Featurej for all
I Concepts; hence,G is called theglobal importance matrix.

L anddiag(G) may be derived by means of two weighting
mappings〈φ,ψ〉:
L = φ(X), diag(G) = ψ(X) (A.2)

which act as a linking structure between intensity matrixX
and relevance matrixK . Several weighting schemes may be
derived from information retrieval models (Dumais, 1991)
and adopted, after appropriate modifications, within a rele-
vance analysis approach. In this paper, we refer to a sim-
ple weighting scheme called FF× ICF (Feature Frequency
× Inverse Concept Frequency), adapted from Salton’s well-
known TF× IDF (Term Frequency× Inverse Document Fre-
quency) measure (Salton, 1989).

A.2. Semantic relevance as FF× ICF instance

The whole procedure may be split into three consecu-
tive steps. First, cued verbal descriptions of 254 concepts
belonging to the corpus ofDell’Acqua et al. (2000)were col-
lected for five Italian-speaking subjects. 2619 features were
extracted from verbal descriptions. Second, 254 (concepts)
× 2619 (semantic features) intensity matrixX was computed
by setting entryxij of X as equal to the frequency of occur-
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ic relevance of concepts, as described inSartori and Lom
ardi (2004). We then introduce a particular instance of
odel which clarifies the interrelationships between sem

ic relevance and dominance (resp. distinctiveness).

.1. General model

This model is an adapted version of the Vector Sp
odel within the information retrieval approach (Robertson
Sparck Jones, 1977; Van Rijsbergen, 1979).
Relevance analysis transforms anI (concepts)×J (se-

antic features) intensity data matrixX into anI × J rele-
ance model matrixK , which represents the semantic re
ance model for the domain under investigation. Entryxij ∈
+ ∪ {0} of X denotes a degree of positive association

ween Featurej and Concepti, whereas entrykij ∈ 	+ ∪ {0}
f K denotes the relevance of Featurej for Concepti.

The fundamental assumption of our model is that r
ance matrixK may be decomposed into anI × J matrix
and aJ × J diagonal matrix9 G, by means of the matr

roduct:

= LG (A.1)

n the above equation,L represents anI × J matrix of
eights with entrylij ∈ 	+ ∪ {0} of L , denoting thelocal
mportanceof Featurej for Concepti; hence,L is called the
ocal importance matrix. Main diagonaldiag(G) of G rep-
esents a vector ofJ weights with entrygj ∈ 	+ ∪ {0} of

9 Matrix A is a diagonal matrix if (i)A is a square matrix, and (ii)aij = 0
heneveri �= j.
ence of Featurej in Concepti over all subjects’ description
for details, seeSartori & Lombardi, 2004). Lastly under th
F× ICF assumption, we set:

ij = φ(xij) = xij (A.3)

j = ψ(x.j) = log

(
I

Ij

)
(A.4)

∀i = 1, . . . , I = 254;∀j = 1, . . . , J = 2619) withx.j and
j, respectively, denoting thejth-column ofX and the numbe
f concepts in which Featurej occurs. Note that, under t
F × ICF assumption, mappingφ reduces to the identi

unction.
By applying (1), entrykij (∀i = 1, . . . , I; ∀j = 1, . . . , J)

f relevance matrixK takes the form:10

ij = lijgjj = xij log

(
I

Ij

)
(A.5)

n words,Eq. (A.5) states that a feature which captures
ore meaning of a concept will have both high local imp
ance and high global importance.

.2.1. Relationship of semantic relevance with
ominance and distinctiveness

Dominance is a measure of how frequently a sem
eature is used in defining a concept (Ashcraft, 1978; Garrard
t al., 2001). It is defined as the number of times subje

10 As G is a diagonal matrix,Eq. (A.5) may be considered in place of
tandard productkij = ∑J

h=1 lihghj .
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mention a given feature in defining a concept, divided by the
sum of the counts of all features occurring in the definition of
that concept. The distinctiveness of a given feature is defined
as the complement ofsharednesswhich, in turn, is defined as
the number of concepts in which the semantic feature appears,
divided by the total number of concepts in the lexicon (or
database) (Tyler et al., 2000). Using our notation, we can
rewrite these parameters as:

Dominanceij = xij∑J
j′=1 xij′

(A.6)

Distinctivenessj =
(

1 − Ij

I

)
=

(
I − Ij

I

)
, (A.7)

with Ij > 0. Therefore, by simple algebra, we can rewrite the
relevance parameter as:

kij = (
J∑

j′=1

xij′ × Dominanceij)

× log

(
1 + I

Ij
× Distinctivenessj

)

= xij log

(
1 + I

Ij

(
I − Ij

I

))
= xij log

(
I

Ij

)
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the relevance of the concepts in a new upgraded lexicon. Let
us suppose thatnj new concepts associated with Featurej
enter the lexicon. The recalculated distinctiveness of Feature
j (∀j = 1, . . . , J) then becomes:

1 − Ij + nj

I + nj
= I − Ij

I + nj
≤ I − Ij

I
(A.8)

which is not greater than the original distinctiveness. There-
fore, by simple algebra and byEqs. (A.5) and (A.8), the rel-
evance values corresponding to the originalI concepts, as
recoded in upgraded vectork�j turn out to be not greater than
the corresponding values as recorded in original vectorkj:

k�ij =
[
xij log

(
1 + I + nj

Ij + nj

(
I − Ij

I + nj

))]

≤
[
xij log

(
1 + I

Ij

(
I − Ij

I

))]
= kij

for all i = 1, . . . , I.

A.2.4. Reliability of relevance in relation to the
dimension of the mental lexicon

Given that relevance depends onI, there is the possibil-
ity that it might change significantly with varying levels of
I. In order to evaluate this possibility, we recalculated rele-
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c alues
tated in words, global weightgjj as defined inEq. (A.4) is
imply distinctiveness after its transformation by an ap
riate functionf(Distinctiveness) (see equation above), t
amping by the base 2 logarithm;lij is the non-normalize
ominance of Featurej over Concepti.

.2.2. Relevance ranking of concepts
In the general case, a ranking of concepts is done b

ering their summed relevance values (total relevance). More
recisely, a Concepti is more relevant than a Concepti∗ if
nd only if the sum of the relevance values of the form
reater than the sum of the relevance values of the latt
ymbols:

i �Rel Ci∗ ⇐⇒
J∑
j=1

kij >

J∑
j=1

ki∗j

n the special case of a naming-to-three descriptions tas
ominance relation (�Rel) is reduced to:

i �Rel Ci∗ ⇐⇒
3∑
t=1

kij(t) >

3∑
t=1

ki∗j∗(t)

here{j(1), j(2), j(3)} (resp.{j∗(1), j∗(2), j∗(3)}) denotes
he three features describing Concepti (resp. Concepti∗).

.2.3. Effect on relevance of a larger (I + nj) lexicon
We now prove how increasing the number of conc

n the mental lexicon for which featurej occurs, diminishe
ance values on different subsets of our original 254 conc
atabase using a bootstrapping procedure as follows:

1) For each of the 100 concepts used in our namin
description task, the sum of relevance values of
three presented features was computed using the
database of the 254 concepts. These values were
fore collected into a vectork of 100 relevances (one f
each target concept).

2) (a) A sample without replacements of the 254 conc
was randomly drawn (we used three different s
pling sizes: 50, 100 and 150).

(b) For each of the 100 target concepts the sum o
relevance of the three associated semantic fea
was recalculated, this time using only 50 (+1 = ta
concept) (resp. 100+ 1, and 150+ 1) concepts.

(c) Steps (a) and (b) were iterated 100 times.
yielded a distribution of relevance values for e
of the 100 target concept. Therefore the mean o
distribution of the recalculated relevance values
computed for each of the 100 concepts. Finally
collected these 100 means into a new vectork�.

3) In order to check whetherk� might predict the origi
nal relevance values as codified ink (see Step 1), w
ran three regression analyses (one for each sample
using k� as independent variable andk as dependen
variable.

he results of these analyses are reported inFigs. A.1–A.3.
These results indicate that even if, in theory, the numb

oncepts in the mental lexicon influences the absolute v
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Fig. A.1. Relevance values of the 100 concepts computed on the whole 254
concepts database plotted as a function of the averaged relevance values
of the same 100 concepts computed on 100 subsamples of size= 50(+1).
Regressing these data (R2 = .962,p < .001) we found a slope of 1.284 (with
standard error of 0.025) and an intercept value of−1.307 (with standard error
of 1.566). The slope (1.284) was significantly different from 0 (t = 50.421,
p < .001); the intercept (−1.307) was not significantly different from 0
(t = −.835,p = .406).

Fig. A.2. Relevance values of the 100 concepts computed on the whole 254
concepts database plotted as a function of the averaged relevance values
of the same 100 concepts computed on 100 subsamples of size= 100(+1).
Regressing these data (R2 = .982,p < .001) we found a slope of 1.175 (with
standard error of .015) and an intercept value of−1.501 (with standard error
of 1.064). The slope (1.175) was significantly different from 0 (t = 74.443,
p < .001); the intercept (−1.501) was not significantly different from 0
(t = −1.418,p = .159).

Fig. A.3. Relevance values of the 100 concepts computed on the whole 254
concepts database plotted as a function of the averaged relevance values
of the same 100 concepts computed on 100 subsamples of size= 150(+1).
Regressing these data (R2 = .990,p < .001) we found a slope of 1.132 (with
standard error of .011) and an intercept value of−1.437 (with standard error
of .783). The slope (1.132) was significantly different from 0 (t = 101.133,
p < .001); the intercept (−1.437) was not significantly different from 0
(t = −1.834,p = .069).

of relevance (seeSection A.2.3), in practice ranking of con-
cepts, in terms of relevance, remains substantially unchanged.
And this shows the robustness of relevance estimations.
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